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Abstract: Parametric regression models assume that the dependent variable is a linear relationship with the independent variables 

and the form of the relationship is known. Nonparametric regression methods are applied in cases where the relationship type is not 

known or assumptions cannot be provided. However, when there is more than one independent variable, some of the independent 

variables may be in a linear relationship with the dependent variable, while some may be in a nonlinear relationship. In order to model 

these variables, semiparametric regression models, which are a combination of parametric and nonparametric regression methods, are 

used. In this study parametric, nonparametric and semiparametric regression models, parametric estimates, fit statistical values of the 

models, confidence intervals and standard error values were calculated. As a result of the analysis, the parameters of the milking unit 

and the quarantine area among the parametric variables, the operation area, the ventilation area, the number of ventilation, the 

quarantine area, the infirmary area, the manure pit and the distance to the center among the non-parametric variables were found to 

be statistically very important (P<0.01). As a result, it was concluded that the correct definition of the variables (parametric and non-

parametric) that are effective in determining the operating cost of agricultural enterprises and consequently the sales price, and the 

selection of the appropriate model are extremely important and that semiparametric models can be used easily in this field. 
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1. Introduction 
Regression statistically analyzes the functional effect of 

independent variables on the dependent variable, based 

on a given or obtained data set. Regression analysis is an 

important method that is widely used in determining the 

relationship between variables. Regression analysis, 

which dates back to the 19th century, examines the 

conditional distribution of the dependent variable for 

certain values of the independent variables. It is used in 

many fields such as science, medicine, engineering and 

social sciences to determine and predict the relationships 

between variables (Aytaç, 1991; Alpar, 2003). 

Linear regression analysis is examined on the 

assumptions that independent variables affect the 

dependent variable linearly and that the dependent 

variable has a normal distribution. Many theoretical and 

practical studies have been carried out for linear 

regression analysis, and the results of these studies 

provide a theoretical and practical basis for examining 

more complex regression models. When certain 

conditions are met, linear regression analysis yields 

appropriate results in solving practical estimation 

problems. However, in most estimation problems, some 

of the independent variables do not affect the dependent 

variable linearly. Thus, the need to examine regression 

models that are not fully linear and contain more 

complex correlations arises. Thus, regression analysis is 

examined in two different groups as parametric and non-

parametric regression (Begun et al., 1983; Aneiros-Pérez, 

2008). 

The most important feature of parametric regression 

analysis is that the shape of the regression function is 

known beforehand. In addition, it is required to provide 

assumptions such as constant error variances for all 

values of the independent variable, normal distribution 

of error terms, no autocorrelation between error terms, 

and no multicollinearity between independent variables. 

If the assumptions are not provided, the results of the 

estimations made for the regression function cause 

misinterpretations. Thus, in case the assumptions of the 

model created by parametric regression analysis are not 

met, some adjustments can be made to provide 

assumptions. Thus, estimations can be made since 

necessary assumptions are provided (Buckley et al., 

1988; Berry, 1993; Yatchew, 2003). 

In non-parametric regression analysis, the shape of the 

function is not known beforehand. As in parametric 

regression analysis, important assumptions are not 

required. The only assumption is that the mean of the 
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error terms is zero and the variance is a finite number. 

Therefore, there is flexibility in determining the 

relationship between variables. 

Semiparametric regression method is also called "partial 

linear regression models" because of the combination of 

parametric and non-parametric regression function and 

additive. If the independent variables are unrelated in the 

semiparametric regression model, the coefficients of the 

parametric variables of the model are estimated by 

applying the least squares method and the partial 

regression functions of the non-parametric variables are 

estimated by non-parametric methods such as spline. 

(Newey, 1989). While some assumptions are needed in 

parametric and non-parametric methods, research 

continues even if the assumptions are not fulfilled in the 

semiparametric regression method (Shi, 2009; Toprak, 

2015). 

In this study, three different regression methods as 

parametric, non-parametric and semiparametric 

regression methods, smoothing method in regression, 

roughness penalty approach and spline correction 

techniques together with estimation methods used in 

smoothing parameter are explained. Afterwards, 

semiparametric regression, which is the main subject of 

the study, was discussed and two different approaches, 

partial spline and backfitting algorithm, were examined 

in the estimation of the model. In addition, inferences 

regarding the semiparametric regression model were 

applied for both parametric and non-parametric 

regression methods. 

 

2. Material and Methods 
2.1. Material 

The data used in this thesis belong to 60 agricultural 

livestock enterprises in Kahramanmaraş. The variables 

that are thought to be effective on the price of the barns, 

the price of the farm, the presence of the milking unit, the 

presence of the quarantine zone, the shelter area, the 

ventilation area, the number of ventilation, the presence 

of the quarantine area, the presence of the infirmary 

area, the presence of the manure pit, the presence of the 

birth unit and the distance to the city center are 

discussed. While some variables were included in the 

model in parametric form, some variables were included 

in non-parametric form. 

In practice, semiparametric regression model, which is 

an additive model, was used to evaluate parametric and 

non-parametric variables. In the statistical evaluations, 

SAS 9.4 package program was used. 

2.2. Methods 

2.2.1. Regression analysis 

Regression analysis is an analysis method used to 

measure the relationship between two or more variables 

that have a cause-effect relationship between them. In 

this analysis method, if the analysis is made using a single 

variable, it is called univariate regression, and if more 

than one variable is used, it is called multivariate 

regression analysis. Regression analysis is used to apply 

the existence of the relationship between the variables, 

the strength of the relationship if there is a relationship, 

and to make predictions or estimations about the subject 

by using this relationship. In the regression, one of the 

variables is considered as dependent and the others as 

independent variable (Hurvich and Tsai, 1989; Omay, 

2007). 

2.2.2. Parametric regression method 

The parameter is the mean, ratio, variance, etc. that 

belong to the population. Parametric regression is to 

show the mean relationship between dependent and 

independent variables with a mathematical function and 

to express the parameters in this function clearly. 

Parametric regression assumes that the regression 

function is represented as a linear function of the 

arguments 𝑥1 , 𝑥2 , … , 𝑥𝑞. 𝐸 (𝑦 | 𝑋) explains the functional 

relationship of the mean distribution of 𝑦 with 𝑋 when 

the conditional expected value 𝑋 is known (equation 1 

and 2) (Speckman, 1988; Schimek, 2000).  

 

𝐸 (𝑦 | 𝑋) = 𝑿𝛽                                                                            (1) 

 

or 

 

𝑦 = 𝑿𝛽 +  𝜀𝑖                                                                                  (2) 

 

shown in the form.  

2.2.3. Non-parametric regression method 

Non-parametric regression, simple non-parametric 

regression model, one of which is the dependent variable 

(y) and the independent variable (x) whose relationship 

with the dependent variable is unknown (equation 3), 

 

𝑦𝑖 = 𝑓(𝑥𝑖) + 𝜀𝑖 ,        𝑖 = 1,2, … , 𝑛                                            (3) 

 

shown in the form. The main purpose of the 

nonparametric regression method is to estimate the 

unknown mean function 𝑓(𝑥𝑖)  rather than estimating the 

parameters. 

Although there are no limiting assumptions in the non-

parametric regression method, it may have some 

features. It is difficult to make predictions when the 

number of independent variables is large. In addition, the 

resulting graphics are shown in a complex structure. As a 

result of these situations, the “dimensionality problem” 

arises. At the same time, it is difficult to handle discrete 

independent variables with non-parametric regression 

method and to interpret the effects of the y dependent 

variable with the increase in the number of independent 

variables. These difficulties can be eliminated by 

applying the semi-parametric regression method 

(Tezcan, 2011). 

2.2.4. Semiparametric regression method 

The most important advantage of non-parametric 

regression models is the absence of any assumptions 

about the functional form of the relationship between the 

dependent variable and the independent variables in 

regression models. The flexibility provided by non-
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parametric regression models makes this model 

applicable. However, it is very difficult to calculate the 

smoothing process in this model. In addition, as the 

number of independent variables increases, the 

reliability of non-parametric estimates decreases 

gradually due to the size problem. Thus, when the 

functional form of the relationship is not known in the 

regression model, it may result in the absence of an 

important interpretation of the data in parametric and 

non-parametric regression models.  

In order to overcome these problems, semiparametric 

regression model (semi-parametric regression model), 

which is regression models consisting of some 

parametric and some non-parametric variables, is 

applied (Schennach, 2004). 

Semiparametric regression models are examined as a 

special case of additive models that generalize standard 

regression methods and provide an appropriate 

interpretation of the effect of each variable. 

Semiparametric regression model, where some of the 

variables are parametric and some of them are non-

parametric variables (equation 4); 

 

𝑦𝑖 = 𝛼 + 𝑓1(𝑥1) + ⋯ + 𝑓𝑗(𝑥𝑗) + 𝑥𝑗+1𝛽1 + ⋯ + 𝑥𝑘𝛽𝑘 + 𝜀       (4) 

 

shown in the form. The j variables in the semiparametric 

regression model have a non-linear effect on the 

dependent variable y and show the non-parametric part 

of the model. Other variables have a linear effect on the y 

dependent variable and show the parametric part of the 

model. In addition, there may be discrete variables such 

as dummy variables in the parametric part of the model. 

In the non-parametric part of the model, when there is 

more than one variable, the inconveniences of the non-

parametric model will also be valid for these models. In 

order to eliminate these problems, the variables in the 

non-parametric part of the model are added to the model 

and a new model is created (Zhongyi and Baocheng, 

2001). 

2.2.5. Estimation of semiparametric regression 

models 

Iterative algorithms are used in the estimation of 

semiparametric regression models and additive models. 

There are many algorithms developed for the estimation 

of these models and these algorithms are implemented in 

different computer software. R software and SAS 

software are the most preferred programs for analyzing 

these algorithms. When the independent variables are 

uncorrelated in the semiparametric regression model, it 

is quite easy to estimate the semiparametric regression 

models with many non-parametric variables. In other 

words, if the independent variables are unrelated, the 

coefficients of the parametric variables of the model are 

estimated by applying the least squares method, and the 

partial regression functions of the non-parametric 

variables are estimated by non-parametric methods such 

as spline. However, in semiparametric regression models, 

the parametric and non-parametric variables of the 

model may be related to each other. Thus, considering 

the relationships between the variables, different 

algorithms are needed. The most preferred among these 

algorithms are the Newton-Raphson algorithm and the 

backfitting algorithm (Mammadov, 2005; Liu et al., 

2013). 

 

3. Results and Discussion 
It is a known fact that in determining the selling prices of 

agricultural livestock enterprises, the characteristics of 

the enterprise have an effect on the price. Knowing how 

these features affect the sales prices of the enterprises, 

determining the production cost, presenting the products 

in the supply-demand chain effectively and profitably 

will give the business owner important information 

about the sustainability of production and the future of 

the business. Because the presence of milking unit, 

quarantine zone, shelter area, ventilation area, number of 

ventilation, quarantine area, presence of infirmary area, 

presence of manure pit, presence of birthing unit and 

distance to the city center are directly or indirectly 

related to the efficiency of production and additional 

investment. 

In this study, the results of the semiparametric 

regression model, which includes the multivariate 

parametric regression model, in which some of the 

variables affecting the firm price are linear, and the non-

parametric regression model, which includes some 

nonlinear variables, were obtained. The data set used in 

the study belongs to 60 agricultural livestock enterprises 

in Kahramanmaraş province and its surroundings. SAS 

9.4 package program was used in the analyzes for 

parametric regression, non-parametric regression and 

semiparametric regression models. 

First of all, assuming that all independent variables have 

a linear effect on the selling price of the agricultural 

enterprise, the linear regression model expressed in 

equation 5 was defined. 

 

𝑦 = 𝛽0 + 𝑥1𝛽1 +  𝑥2𝛽2  + 𝑥3𝛽3 +  𝑥4𝛽4 + 𝑥5𝛽5 +  𝑥6𝛽6 +

𝑥7𝛽7 + 𝑥8𝛽8 + 𝑥9𝛽9 +  𝜀                                                           (5) 

 

Data number (N), arithmetic mean (𝒙̅), standard 

deviation (S) for the price, area, ventilation area, 

ventilation number, quarantine area, quarantine zone, 

infirmary area, manure pit, milking unit, distance to the 

center variables of this model, median and minimum-

maximum values are given in Table 1. 

Estimated coefficients for the area, ventilation area, 

ventilation number, quarantine area, quarantine zone, 

infirmary area, manure pit, milking unit, distance to the 

center variables of this model, standard error values, t-

calculus value, significance levels (P), determination 

coefficient, corrected coefficient of determination, sum of 

squares of error and deviation values are given in Table 

2. 
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Table 1. Descriptive statistics values of variables 

Variables N 𝑥̅ S Median Min-Max 

Price  (y) 60 1913524 706285 1982230 955230-3150120 

Area (𝑥1) 60 1627.07 616.77 1600 780-2790 

Ventilation area(𝑥2) 60 283.40 1115.51 80 37-8635 

Number of ventilation (𝑥3) 60 13.72 4.77 12.50 5-28 

Quarantine zone (𝑥4) 60 0.58 0.49 1.00 0-1 

Quarantine area(𝑥5) 60 26.82 23.82 40 0-80 

Infirmary area (𝑥6) 60 47.58 24.71 45 0-142 

Manure pit (𝑥7) 60 311.4 97.56 320 100-500 

Milking unit (𝑥8) 60 0.68 0.46 1.00 0-1 

Distance from center (𝑥9) 60 69.85 38.10 56 20-160 

 

Table 2. Estimation results of the variables of the linear regression model 

Variables Coefficients 𝑆𝑥̅ t 𝑃 

Fixed  -30858.28 22117.62 -1.40 0.890 

Area (𝑥1) 827.109 134.654 6.142 0.000** 

Ventilation area (𝑥2) -52.074 67.963 -0.766 0.447 

Number of ventilation (𝑥3) 23792.965 12433.654 1.914 0.062 

Quarantine zone (𝑥4) 12812.820 11259.863 1.138 0.261 

Quarantine area (𝑥5) -694084.866 510136.495 -1.361 0.180 

Infirmary area (𝑥6) 3513.317 2719.605 1.292 0.202 

Manure pit (𝑥7) 516.844 626.670 0.825 0.414 

Milking unit (𝑥8) -235931.494 122664.109 -1.923 0.060 

Distance from center (𝑥9) 1171.255 1388.689 0.843 0.403 

𝑅2 = 0.820    𝑅̅2 = 0.783        F= 22.274   Error Sum of Squares=530700  S= 63944.903 

**the parameters are statistically very significant at the 0.01 significance level. 

 

As seen in Table 2., while the effects of ventilation area, 

ventilation number, quarantine area, quarantine zone, 

infirmary area, manure pit, milking unit and distance to 

the center on the sales price of agricultural holdings were 

found to be statistically insignificant (P>0.05), the effect 

on the area variable was found to be insignificant. Effect 

was found to be very significant (P<0.01). 

When multiple linear regression is applied, it is seen that 

the variables of ventilation area, quarantine area and 

milking unit have a negative effect on the sales price, 

while other variables have a positive effect. In addition, 

the sum of squares of the error and the deviation value 

were quite high. Thus, it has been seen that the linear 

parametric model is not sufficient to determine the 

variable effects on the selling prices of the agricultural 

enterprise. For this purpose, a semiparametric regression 

model was created for the variables. 

Since the discrete variables included in the study do not 

affect the curvature of the function, in other words, they 

are included in the model parametrically since they do 

not need correction. On the other hand, other variables 

whose type of relationship with the dependent variable is 

not known precisely were included in the model as non-

parametric part. In order to determine the appropriate 

semiparametric regression model, the semiparametric 

regression model in which both parametric and non-

parametric variables are included and the relationship 

between the sales prices of agricultural enterprises and 

the characteristics of the agricultural enterprise is 

examined in order to see how the predictions of the 

model are interpreted, is defined with the equation 6. 

 

𝑦 = 𝛽0 + 𝑥4 𝛽1 + 𝑥8𝛽2 + 𝑠(𝑥1) + 𝑠(𝑥2)  + 𝑠(𝑥3) +

 𝑠(𝑥5) +  𝑠(𝑥6) + 𝑠(𝑥7)  + 𝑠(𝑥9) +  𝜀                                    (6) 

 

Parameter estimates, standard error values, Chi-square 

calculation value and significance levels (P) for the 

quarantine zone and milking unit variables of this model 

are given in Table3. 

 

Table 3. Estimation results of parametric variables in 

semiparametric regression model 
 

Variables Coefficients 𝑆𝑥̅ 𝜒2 𝑃 

Fixed 13.569 0.048 77645.992 <0.001** 

Milking 

unit (𝑥8) 
-0.016 0.005 9.854 <0.001** 

Quarantine 

zone (𝑥4) 
-0.812 0.113 51.02 <0.001** 

**= the parameters are statistically very significant at the 0.01 

significance level. 
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When the parametric variables in the application are 

examined according to Table 3, it is seen that all the 

parametric variables in the model are statistically very 

significant (P<0.01). Among these variables, the milking 

unit and the quarantine zone negatively affect the price 

variable. Among the parametric variables, the variable 

that most negatively affects prices is the quarantine zone 

variable. 

 

Table 4. Estimation results of nonparametric variables in 

semiparametric regression model 
 

Component EDF F P 

Area (𝑥1) 6.8554.04 188.17 <.001** 

Ventilation area (𝑥2) 6.05 68.22 <.001** 

Number of 

ventilation (𝑥3) 
5.01 110.35 <.001** 

Quarantine area (𝑥5) 7.07 1162.24 <.001** 

Infirmary area (𝑥6) 7.48 144.04 <.001** 

Manure pit (𝑥7) 6.61 260.36 <.001** 

Distance from center 

(𝑥9) 
1.00 25.96 <.0002** 

**the parameters are statistically very significant at the 0.01 

significance level. EDF= effective degrees of freedom 

 

The additive representation of the parametric and non-

parametric regression models, the results of which are 

shown in Table 3 and Table 4, are shown in equation 7. 

 

𝑦 = 13.569 + 𝑥4(−0.812) + 𝑥8(−0.016) + 𝑠(𝑥1) +

𝑠(𝑥2) + 𝑠(𝑥3) + 𝑠(𝑥5)  +  𝑠(𝑥6) + 𝑠(𝑥7) + 𝑠(𝑥9) +  𝜀   (7) 

 

Equation 7 consists of two parts as parametric and non-

parametric regression. Coefficient interpretations and 

inferences for these two sections are analyzed with 

separate methods. The interpretations and inferences for 

the parametric regression part of the semiparametric 

regression model are similar to the linear regression 

models. While the comments for the non-parametric 

regression part are analyzed with the help of graphics, 

the inferences are examined with the help of the F test. 

Since the non-parametric part obtained contains many 

coefficients, in other words, it is obtained as a vector, it is 

not possible to express it parametrically, and thus non-

parametric components can only be displayed with 

graphics (Turanlı and Bağdatlı, 2012). Therefore, the 

relationship between the price and the variables included 

in the model in non-parametric form is given in Figure 1 

to Figure 7. 

 

 

 

 

 

 

 

 
 

Figure 1. Area and S(A) graph. 

 

 

 

 

 

 

 

 

Figure 2.  Ventilation area and S(VA) graph. 

 

 

 

 

 

 

 

 
 

Figure 3. Number of vents and S(NV) graph. 

 

 

 

 

 

 

 
 
 

Figure 4. Quarantine area and S(QA) graph. 

 

 

 

 

 

 

 

 

 

Figure 5. Infirmary area and S(IA) graph. 

 

 

 

 

 

 

 

 

 

Figure 6. Quarantine area and S(QA) graph. 

 

 

 

 

 

 

 

 
Figure 7. Distance to the center and S(DC). 
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When the graphs in the figure (Figure 1, 2, 3, 4, 5, 6 and 

7) are examined, it can be observed that there is a non-

linear relationship between the price and the variables 

included in the model in non-parametric form. Regarding 

the estimation of the semiparametric model, the values of 

spline values on the vertical axis and non-parametric 

variables on the horizontal axis were obtained. That is, it 

shows how the coefficient estimates change in response 

to the change in the value of each nonparametric 

variable. The shaded areas in the figure (Figure 1, 2, 3, 4, 

5, 6 and 7) indicate that it is in the 95% confidence 

interval band. 

 

4. Conclusion 
In practice, the variables that should be included in the 

model by smoothing were examined and since there 

were both parametric and non-parametric variables in 

the model, it was found appropriate to apply 

semiparametric regression analysis. The most important 

feature of the semiparametric regression model is that it 

can examine the relationship between the dependent 

variable and the independent variables with statistical 

tests. In other words, it decides whether to include a 

variable in the model by smoothing it, linearizing it, or 

linearizing it by transforming methods. It also shows 

which model is suitable by comparing the models. In 

addition to modeling with the semiparametric regression 

method, determining the structures of the variables using 

this method also provides the best estimates. 

The fact that there are many investment and 

environmental factors that determine the costs and 

therefore sales prices of agricultural enterprises clearly 

reveals how important the correct modeling is. Because, 

when the variables examined here are taken into the 

model parametrically, an erroneous result emerges that 

many variables known to be very effective on cost and 

selling price have an insignificant effect. In the 

semiparametric model, on the other hand, inclusion of 

some of the variables in the parametric and non-

parametric form of the variables, which are known to be 

important in practice, turned out to be statistically very 

important. 

As a result, it can be said that the correct definition of the 

variables (parametric and non-parametric) and the 

selection of the appropriate model are extremely 

important in determining the operating price of 

agricultural enterprises and accordingly the sales price, 

and it can be said that semi-parametric models can be 

easily used in this area. 
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